














 

 
 

3.2. Constructing Artificial Neural Network (ANN) Model 

According to Zadeh (1996), the pioneer of fuzzy logic, all approaches such as 
neural network theory, probabilistic reasoning, fuzzy logic, evolutionary computing, and 
chaotic systems could all be grouped under the umbrella of soft computing. One of the 
soft computing systems, these networks try to replicate the rudimentary tasks of neurons, 
axons, soma, dendrites, and synapses in the human nervous system in a digital 
environment. Due of the sophistication of nerve cell structure, even supercomputers are 
inadequate; hence, basic neural models have been constructed (Baykal and Beyan, 2004). 
Neural networks, whose usage areas have diversified with the enrichment of data and the 
development of reference models over time, basically consist of input, output, and hidden 
layers. According to Tayfur (2020, p.14) “An artificial neuron is a model whose 
components have direct analogies to components of a biological neuron". The multilayer 
perceptron (MLP) has been applied to predict future trends, approximate relationships 
between variables, and classify data into discrete classes (Gardner and Dorling, 1998). 
Activation function (e.g., ReLu, log-sigmoid, ELU, TanH, etc.), number of neurons, 
optimization algorithm, learning rate, learning momentum, and epoch number are some of 
the hyperparameters for training ANN models. Within the scope of this study, the 
artificial neural network model was developed based on sample projects’ gross area, net 
area, number of rooms, number of bathrooms, whether there is a balcony, whether there is 
a vista, and preference score (in correlation with price) parameters (Figure 4). In final 
neural net, the gross area is not included in the model.  

 
Fig.4: Development of the artificial neural network model 

 

The artificial neural network model was developed with a feedforward and back-
propagation learning algorithm. Only twenty-four instances were used for training, while 
the remainder were utilized for validation. During the training phase, the learning cycle 
value was 18301, the mean error was 0.051%, the target error was 1%, the validation 
accuracy was 100%, the learning rate was 0.6, and the momentum was 0.8 (Figure 5). The 
relative importance of the input factors is as follows: net area, number of rooms, number 
of bathrooms, presence of a view, and presence of a balcony. (Figure 5).  
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Fig.5: Network learning progress plot (upper) and inputs’ relative importance chart  

4.  RESULTS 

The first result of this study is the development of concepts that were developed with 
digital and analog procedures for the initial part design stages. The rules that must be followed 
during the development process have been established, including the outputs of the ANN model, 
the architectural program, design decisions, space syntax approaches, and geometric 
characteristics. The investigation into the appropriate distribution of mass resulted in producing 
eight prototypes, six of which had solutions in two dimensions, while the remaining two 
contained solutions in three dimensions (Figure 6). According to the factors affecting the 
housing design (ANN model outputs were also taken as reference), design alternatives were 
produced iteratively with parametric CAD and BIM tools. Throughout this development 
process, many parameters, such as solid-void ratios, outputs from neural network models, and 
space syntax methodologies, were utilized. 

 
Fig.6: Schematic design phases with digital sketches (upper) and hand drawings 
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The process of iteratively modifying and fine-tuning mass geometries is an essential 
component of producing design alternatives. At this stage, another important concern is 
incorporating the social space design (e.g., open, and semi-open space configurations) into the 
overall structure. During the first stage of design development, a total of twelve different 
settlement types and masses were created (Figure 7).  

 
Fig.7: Mass modelling stages and design variations with parametric CAD tool 

 

Nevertheless, according to the ANN model’s input relative importance, just four of them 
were chosen, and the development phases was carried on from there. As a result of this, four 
dissimilar strategies have been investigated to lessen the density of the masses. The design 
decisions for floor plans and site plans incorporate all four of the previously mentioned 
alternative approaches. Simultaneously, visibility graph analyses (VGA) were obtained (Figure 
8). In some blocks, the correlation between the number of rooms (input parameter of the ANN 
model) and the kind of dwelling stays the same, but in other blocks, it veers off in a different 
direction. Besides, the organic plan scheme features block that have a geometry that combines 
multiple surfaces into polygons. The purpose of its multiple surfaces is to broaden the viewing 
area as well as facilitate the participation of a greater number of people in visual 
communication. 

 

 
Fig.8: Results of visibility graph analysis (VGA)  

Four dissimilar design possibilities were generated using technology from parametric 
computer aided design approach and building information modeling (BIM) (Figure 9). Since 
there are several phases of concept design, an attempt was made to improve the solid-geometry-
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based requirements that were generated. The level of detail in the variants was carefully 
maintained. 

 
Fig.9: Schematic design variations via parametric CAD tool (left) and BIM tool 

 

Boolean operations such as subtraction, union, and intersection (Sun et al., 2001) and 
geometric calculations are included in the modification and manipulation steps. Regarding the 
design of floor plans (Figure 10), the application of space syntax methodologies has proven to 
be extremely helpful.  

   
Fig.10: Producing floor plans (left) and results of VGA  

 

As a result, it has made it possible to conduct metric analyses on the differences between 
the various design alternatives. Analyses were done on the potential routes and visibility of 
users, with an emphasis on connectivity (Figure 10). Following the completion of the mentioned 
computations, an attempt was made to reconstruct the proposed connection between the defined 
areas. In this regard, some flats do not share an entryway with neighboring flats (because some 
apartment types are two-storey, some are three-storey). In addition, when planning the layout of 
the communal spaces, their volume was considered. Furthermore, it is necessary to conduct a 
three-dimensional analysis due to irregular polygonal geometry, architectural programming, and 
multi-surface scenarios. This was done because it was essential to determine whether the 
buildings would have one or two levels. The mass formation benefits enormously from 
undergoing development stages as well as trials that take place in three dimensions (Figure 11). 
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Fig.11: Modelling and modification phases of 3D geometries with BIM tool 

 

5.  DISCUSSION 

Digitalization has an impact on decision-making and problem-solving strategies for 
complex situations, such as extracting and analyzing design patterns. As the stages of design 
thinking entail several dimensions and phases, the process of establishing or attempting to 
comprehend precise design principles is laborious. Benefits in terms of decision-making can be 
reaped by employing the rules and ANN models’ designated parameters. The settings of the 
rules and parameters that constitute the basis of these models are different for every design 
challenge that might be posed. Artificial neural networks, a form of machine learning, are a 
potent method for resolving complex design issues. The importance of creative thinking aided 
by sketches, rule-based design approaches, artificial intelligence methodologies, and space 
syntax techniques cannot be overstated in the context of the schematic design steps. Thinking 
with a sketch, which is the foundation of the design concept, is one of the primary components 
of analytical thought in the study of ill-defined design challenges. Iterative processes, which are 
features of creative thought, also contribute immensely to design thinking in a positive way. The 
need of producing prototypes iteratively and incorporating input has become a major aspect in 
tackling complex design problems. The resulting alterations on the design are of such a kind that 
they adhere to the established guidelines. Besides, the designer can construct the specified 
associative geometry using digital tools. On the other hand, these tools do not compete with the 
designer's authority; it only supports him/her. An artificial neural network model was developed 
at the beginning of this research project to gain a better understanding of the parameters of the 
mass housing design strategies. The training of the multi-layer perceptron is very significant for 
the stages that involve decision making. In addition to this, the developed network was used in 
order to gain an understanding of the relative input importance of the parameters that were 
specified. On the other hand, space syntax approaches (i.e., visibility graph analysis, isovist 
analysis, and node-based spatial analysis) have been used to evaluate design alternatives. This 
study demonstrates the importance of bridging the ANN model, space syntax methodologies, 
parametric CAD and BIM tools, and 3D design development procedures for mass housing 
design protocols. In future research, various learning algorithms will be employed to estimate 
the design characteristics of mass housing.  
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