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Abstract
One of the most important challenges facing the world is the application of modern technology in order to create smart buildings that achieve sustainable development goals (SDGs). Thermal comfort and reduction of energy consumption in buildings are considered important factors which, in turn, are reflected in creating a healthy environment and improving human productivity. Internet of Things (IoT) provides an ideal solution for collecting real-time data on the factors affecting indoor thermal comfort and energy consumption. However, comfort level is subjective and depends on many factors, which may not be learned by conventional models, an integrated model depending on thermal comfort factors is needed. In this work, a hybrid physics-based model incorporated with machine learning techniques is used for the prediction of thermal comfort inside buildings. XGBoost (eXtreme Gradient Boost) algorithm method was used due to its abilities to handle complex problems. A calculated dataset was extracted from the physics-based model gathered with the environmental variables data such as humidity, moisture, temperature, and air velocity collected from IoT devices. The results show an improvement in the prediction of the thermal comfort approach as compared with the conventional models. The XGBoost algorithm can exhibit an effective solution for eliminating deficiencies of traditional models and can be used when designing smart buildings, simulating, and evaluating the designed buildings, controlling energy consumption, and achieving thermal comfort.
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1. INTRODUCTION
One of the challenges facing creating smart buildings with respect to climate change that prevails in the world is achieving thermal comfort inside the building in addition to conserving energy during use (Calama-González, León-Rodríguez and Suárez, 2022). Smart educational buildings are considered one of the most construction systems that need thermal comfort during the presence of workers and students, which helps to study and focus better (Balbis-Morejon and Noya-Sambrano, 2020).

These smart buildings need advanced systems to monitor the change in the physical properties that affect the thermal comfort inside the buildings. Physical properties such as temperature, humidity, air flow velocity, and carbon dioxide ratio are among the most important factors that affect thermal comfort and energy conservation in smart buildings (Majewski et al., 2020).

The use of IoT devices which is already supported by sensors to measure changes in these factors inside buildings has become a necessity, as it can collect a lot of information throughout the day and during periods of temperature and energy usage peak (Zang, Xing and Tan, 2019). Managing this huge amount of data is one of the most important requirements to reach the optimal use of energy and achieve thermal comfort within smart buildings.

Physics-based modeling algorithms require significant computing resources and are not suitable for fast predictions. Machine learning is considered as one of the best ways to manage complex processes and link different physical variables to help make a decision to achieve indoor thermal comfort (Qavidel Fard, Zomorodian and Korsavi, 2022).

Different Techniques such as Support Vector Machine (SVM), Artificial Neural Network (ANN), and random forests (RF), decision trees (DT), genetic and Logistic Regression method (LoR), Gradient boosting (GB) and eXtreme Gradient boosting (XGBoost) are used due to their abilities to handle complex problems.

Machine learning models could generate linear equations, and with the reduced number of attributes, the predictive ability will only decline. At the same time, XGBoost, method could potentially be improved with parameter tuning. And so, this study focuses on design an optimised thermal comfort model in educational buildings based on IoT monitoring sensors and hybrid parameters of the physics based and XGBoost machine learning model. The physics-based part can make estimate thermal comfort based on physics equations that builds forecasting to map the parameters that affect the thermal comfort in buildings. XGBoost Algorithm was ran using Mathematica wolfram 13.1 software which can make a correlation between theses parameters and provide a time conserved solution during these complex processes.

2. METHOD
2.1. Overall Structure of the Model

Fig. 1: The hybrid physics-based/ML model.
The hybrid model consists of the physics based and ML part. By integrating these two parts, the developed model can take both advantages of the physics-based method and ML method.

2.1.1 Data set

The studied data set was taken from the indoor monitoring system containing IoT sensors. The system offers an inexpensive way of monitoring the indoor environment with wifi sensors able to make real time monitoring of temperature, humidity, CO2, air flow velocity, room occupancy and light levels. The data set collected every minute during the educational day in 8 hours for three selected variables. The monitoring system was installed in the walls of the classroom. The duplicates were first isolated from the dataset. The procedure of duplicates removal was performed with the use of Python 3.10.5.

2.1.2 IoT System

The 9-wall mounted IoT devices are used to provide a real time information about different parameters that affect indoor thermal comfort in educational building Fig 2. The Data process are gathered through three layers as follow:

1. Perception layer: In this layer the IoT sensors can record the information about indoor humidity, temperature, and air velocity.
2. Network layer: The gateway devices are responsible for data routing from the previous layer.
3. Cloud layer: In this layer the data was collected, and the analysis would take place. The aggregated data that stored in this layer is a real time monitoring data. The visualization and statistics would help in taking the best decision through the statistics provided from this layer.

![Fig.2: Educational classroom that used in this study](image)
2.1.3 Extreme gradient boosting (XGBoost)

XGBoost is a type of machine learning algorithms that use as a supervised learning technique due to its efficiency and faster learning process through an ensemble algorithm based on gradient boosted trees (Chen and Guestrin, 2016).

The loss function related to XGBoost provides an additional regularization term that contributes to smoothing the final learning weights and reducing the probability of overfitting. It also considers gradients up to the second order to optimize the loss function. Additionally, to avoid overfitting problems, XGBoost also handles row and column sampling (Wang et al., 2021). The following paragraphs explain how this algorithm works.

XGBoost integrates predictions of “weak” classifiers (tree model) to achieve a “strong” classifier (tree model) via a serial training process. It can avoid over-fitting by adding a regularization term. Parallel and distributed computing makes the learning process faster to give a quicker modeling process. Figure 3 shows a schematic diagram of the computational process of XGBoost and \( y_i \) appeared in the process is calculated by Equation 1.

\[
\hat{y}_i^{(t)} = \sum_{k=1}^{t} f_k(x_i)
\]

\( f(x_i) \) represents the tree model

![A schematic diagram of XGBoost computational Process](image)

Fig.3: A schematic diagram of XGBoost computational Process

where, \( \hat{y}_i^{(t)} \) is the final tree model; \( \hat{y}_i^{(t-1)} \) is the previously generated tree model; \( f_t(x_i) \) is the newly generated tree model, and \( t \) is the total number of base tree models. For the XGBoost algorithm, both depth and number of trees are important parameters. The problem of finding the optimal algorithm was changed into finding a new classifier that can reduce the loss function, with the target loss function shown in Equation 2

\[
Obj^t = \sum_{i=1}^{t} L(y_i, \hat{y}_i^{(t)}) + \sum_{i=1}^{t} \Omega(f_i)
\]

where, \( y_i \) is the actual value; \( \hat{y}_i^{(t)} \) is the predicted value; \( L(y_i, \hat{y}_i^{(t)}) \) is the loss function and \( \Omega(f_i) \) is the regularization term.

Substituting Equation 1 into Equation 2 and then following some deduction steps, Equation 3 could be obtained.
The final target loss function was then converted into Equation 4, and the model was then trained according to this target loss function.

\[
Obj^t = \sum_{i=1}^{t} [g_i f_t(x_i) + \frac{1}{2} h_i f_t^2(x_i)] + \Omega(f_t) \tag{4}
\]

Where \( g_i = \partial_{y_i(t-1)} l(y_i, \hat{y}_i(t-1)) \) and \( h_i = \partial^2_{y_i(t-1)} l(y_i, \hat{y}_i(t-1)) \) are the first and second order gradient statistics on the loss function.

The regularization term \( \Omega(f_t) \) is calculated by Equation 5 to reduce the model’s complexity and improve its usability to other datasets.

\[
\Omega(f) = \gamma T + \frac{1}{2} \lambda + ||\omega||^2 \tag{5}
\]

where, \( T \) is the number of leaves; \( \omega \) is the weight of the leaves; \( \lambda \) and \( \gamma \) are coefficients, with default values set as \( \lambda=1, \gamma=0 \).

The XGBoost algorithm can accept both continues variables and discrete variables as inputs but the output variable has to be discrete, including binary variables. In this study, the XGBoost algorithm was ran in Mathematica wolfram 13.1 software. When using the XGBoost algorithm, \( Z \)-statistic is often used for testing the significance of each independent variable, with \( p \)-value given at 95% confidence interval. It is calculated and given by the computational package after running the XGBoost algorithm.

2.2. Error Measurements

Normalised Mean Bias Error (NMBE) and the Coefficient of Variation of the Root Mean Square Error (CV(RMSE)) are used as a validation metrics to evaluate the accuracy of the XGBoost model (Eguía-Oller et al., 2021).

\[
NMBE = 100 \times \frac{\sum_{i=1}^{N}(y_i - \hat{y}_i(t))}{\sum_{i=1}^{N}(y_i)} \tag{6}
\]

\[
CV(RMSE) = 100 \times \frac{\text{SQRT}(\sum_{i=1}^{N}(y_i - \hat{y}_i(t))^2)}{\sum_{i=1}^{N}(y_i)} \tag{7}
\]
3. RESULTS

Figure 4 shows the change in indoor temperature and relative humidity during the period between March 2021 and October 2021 in the educational building. The temperature increases and reach the maximum level at summer.

The XGBoost model consists of a lot of parameters that must be taken into consideration. These parameters are:

- “n_estimators”: the number of base tree models, the higher the number of iterations, the higher the value;
- “max_depth”: the maximum depth of the base tree model, with a higher value for more complex base tree models;
- ‘gamma”: the minimum loss reduction required to divide further on the leaf nodes of the tree, with higher values for more conservative models;
- “subsample”: the subsample rate of the training instances.

In Table 1 the tuned parameters and evaluation metrics from the XGBoost model are presented after construction.
Table 1: The mean NMBE, CV(RMSE), standard deviations (SDs), and computation time (in seconds), needed to train each of the models

<table>
<thead>
<tr>
<th>Model</th>
<th>Variables</th>
<th>Regression</th>
<th>NMBE [%]</th>
<th>SD</th>
<th>CV(RMSE) [%]</th>
<th>SD</th>
<th>Computational time [sec]</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physics</td>
<td>Air Velocity</td>
<td>120</td>
<td>-2.185</td>
<td>7.61</td>
<td>10.43</td>
<td>4.68</td>
<td>2.02</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>400</td>
<td>-1.09</td>
<td>2.81</td>
<td>4.57</td>
<td>1.59</td>
<td>5.21</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Relative humidity</td>
<td>440</td>
<td>0.075</td>
<td>4.52</td>
<td>5.98</td>
<td>2.76</td>
<td>7.31</td>
<td>0.92</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Air velocity</td>
<td>120</td>
<td>-2.20</td>
<td>7.33</td>
<td>8.74</td>
<td>4.44</td>
<td>0.91</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>400</td>
<td>0.163</td>
<td>3.78</td>
<td>4.47</td>
<td>1.66</td>
<td>0.81</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Relative humidity</td>
<td>440</td>
<td>0.88</td>
<td>4.37</td>
<td>5.66</td>
<td>3.14</td>
<td>0.92</td>
<td>0.99</td>
</tr>
</tbody>
</table>

According to the results shown in the table and Figure 5, the hybrid model maintains a relative reduction in errors with a slight change in the results between the two models, in a faster processing time for arithmetic operations than the traditional model.

Fig. 5: True value (x-axis) vs. predicted value (y-axis) plot for optimized XGBoost

4. CONCLUSIONS
An optimized model consists of two sections, an application of physics-based model for prediction of thermal comfort and a hybrid integrated model for thermal comfort real time calculation using IoT devices within an educational building using XGBoost algorithm can monitor the indoor thermal comfort variables. The results show that the model can accurately predict the indoor environmental parameters. The Error measurements in the three variables was below 5% for temperature, below 6% for relative humidity and below 9% for air flow with very low computational times. This indicate that the hybrid model could be an effective one to help the end user in decision making.
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