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Abstract
Hotspot creation is one of the most important modules within virtual environments which helps show the navigators of these environments some information about semantic elements within it and facilitate the navigation between the virtual spaces. In this paper, a system for automatic hotspot proposals and creation in virtual environments is proposed. The system uses computer vision modules to automatically propose hotspot locations in addition to identifying and creating these hotspots with candidate labels. Two main modules used in the system are object detection and scene segmentation. The scene segmentation helps give candidate hotspot areas and provides an overall understanding of the semantics of the virtual environment. The object detection module also uses pretrained deep networks for automatic hotspot creation over these objects. The system helps speed up the hotspot creation process and offers a tool for virtual environment users and creators.
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ملخص

بعد إنشاء النقاط الفعالة أحد أهم الوحدات النمطية في البيئات الافتراضية والتي تساعد في إظهار ملاحي هذه البيئات بعض المعلومات حول العناصر الدلالية داخلها وتسهيل التنقل بين المساحات الافتراضية. في هذه الورقة البحثية، تم تقديم نظام لاقتراح وإنشاء النقاط الفعالة الافتراضية في بيئات الافتراضية. يستخدم النظام تقنية رؤية الكمبيوتر لاقتراح مواقع النقاط الفعالة تلقائيًا بالإضافة إلى تحديد وإنشاء هذه النقاط الفعالة باستخدام المقصات المرشحة. هناك وحدتان أساسيتان مستخدمتان في النظام للإشارة والإشارة المشهد. يساعد تقسيم المشهد في إعطاء المناطق النقاط الفعالة المرشحة ويوفر فيها شاملاً لدلالات البيئة الإفتراضية. تستخدم وحدة كشف الأجسام أيضًا شبكات عميقة مُدرَّبة مسبقًا لإنشاء نقاط إشارة دلالية تلقائيًا فوق هذه الأجسام. يساعد النظام في تسريع عملية إنشاء النقاط الفعالة ويوفر أداة لمستخدمي البيئة الافتراضية ومشغليها.

الكلمات المفتاحية: الميتافرس المختلط، البيئات الافتراضية، كشف الأجسام، التعلم العميق، تقنيات رؤية الكمبيوتر.
1. INTRODUCTION

The metaverse is a new era in technology and social communication which offers a parallel universe and provides access to multitudes of 3D virtual spaces and environments created by users. In fact, virtual environments are vital components in the metaverse, with an effect over various aspects ranging from environment architectures to personal interactions.

The latest advancements in Virtual Reality tools are convincing users to increasingly be immersed in virtual worlds. It takes control of their vision and provides them with hotspots to interact with virtual objects or to navigate in the virtual environment. The hotspots can also ruin the visual display or cause some distraction when not implemented correctly.

Accordingly, one of the most important modules within virtual environments development is hotspot creation. Among this process, the creator of the virtual environment can set interactive mediums for visitors to interact with the virtual environment and launch predefined events and actions. These hotspots attract the navigators of these environments and show them some information and definitions about semantic elements within it and facilitate their navigation between the virtual spaces. (Napolitano, Blyth and Glisic, 2018; Eiris, Wen and Gheisari, 2020).

Current techniques for hotspot creation are implemented using manual localization by the users during the creation of the environment and are updated upon need. This can be considered a highly hectic process for the users and might even result in missing some important hotspots.

Certain virtual spaces within virtual environments contain similar hotspots which the virtual environment creator must separately define. For example, when the virtual environment creator is working on a 360° virtual classroom that contains 20 chairs, 20 hotspots must be localized and defined by the user. However, the virtual environment creator could miss defining some hotspots on some objects in the environment which might cause visitors to wonder, such as a certain class chair in the virtual classroom we mentioned, or any other object (i.e. door) in a virtual room.

In this paper, a fully automatic hotspot creation tool is proposed. The virtual spaces in the virtual environments are represented by 360° panoramic images. This tool scans these images when the virtual environment creator is building the virtual environment so that required hotspots can be automatically localized and set, or at least proposed. This will facilitate the development phase of the virtual environment, and aid in mitigating the negative impact or unintended consequences from missing essential hotspots. However, architects can then be immersed in these environments and benefit from this tool to design and manage the assets in their intended virtual spaces (Zhang et al., 2011; Schnabel and Kvan, 2003).

Most of the Integrated Development Environments (IDE) that are used to build VR scenes provide the feature of manually adding interactive hotspots. The focus in our work is to propose such automated hotspots creation and proposition tool that could be integrated in any of the interesting VR-IDEs.

The rest of the paper is organized as follows. In section 2, the work related to the hotspot creation system is summarized. The pipeline used is then explained in section 3 where details about each component used are shown. Experimental results follow in section 3 where the dataset used to verify the hotspot creation approach is discussed and sample results are shown. Finally, the conclusion and future work are included in section 4.

2. RELATED WORK

The virtual environment is composed of a set of scenes having defined entities. The creator of this environment works then on connecting these scenes and enabling interactions on these entities through hotspots (Cantatore, Lasorella and Fatiguso, 2020; Lanzieri et al., 2021; Shah et al., 2021). Additional techniques are currently being used for adding hotspots, like in https://kuula.co/. They provide creators of virtual environments with some tools that allow them to select multiple hotspots for updating or duplication abilities.
One of the modules used in the hotspot creation is object detection. In general object detection is a widely studied area in computer vision and it started with basic hand-crafted image features such as HOG (Wang, Han and Yan, 2009) coupled with supervised learning and basic classifiers. Advances in deep learning and convolutional neural networks (Girshick, 2015; He et al., 2017; Huang et al., 2018) in specific gave rise to a leap in object detection where more advanced detectors are able now to give state of the art performance and succeed at identifying a huge range of objects. Recently, object detection in 360° images i.e. panoramic object detection is now being studied where Deng, Zhu and Ren (2017) use a convolutional neural networks on panoramic images. In addition, another relevant work by Zhang et al. (2014) includes geometric understanding of the scene to allow object detection in such images.

In general, object detection performance is highly affected by the training data. Datasets (Deng, 2009; Everingham, 2010; Veit, 2016) found in the computer vision community are based on two dimensional images and most object detection frameworks are built on such images. The Sun360 dataset (Xiao, 2012) handles this issue and offers a collection of panoramic images with ground truth object detection labels which would be most relevant to the meta verse environment. An extension to this dataset, which is considered highly relevant to hotspot creation, was also proposed in (Guerrero-Viu, 2020) where scene segmentations are added including tight outlines of objects and scene background such as floor and wall.

Another main module in the hotspot creation pipeline is image segmentation. Early methods in image segmentation use basic image processing techniques such as thresholding (Otsu, 1979), region growing (Nock and Nielson, 2004), k-means clustering (Dhanachandra, Manglem, and Chanu, 2015). More advanced techniques such as graph cuts (Vicente, Kolmogorov, and Rother, 2008) were also used in the literature. Recent advances in image segmentation used deep learning models (Chen et al., 2017; Long, Shelhamer and Darrell, 2015; Noh, Hong and Han, 2015) which resulted in remarkable performance improvements. A recent survey on deep learning methods for image segmentation by Minaee et al. (2021) gives a detailed summary of these methods.

3. HOTSPOT CREATION APPROACH

The approach that is used for the creation and localization of hotspots can be summarized in Figure 1. As can be shown in the image, the input to the pipeline is a 360° image panorama taken at a specific location within the virtual environment. The panoramic image is first projected into perspective view. Each view is then input into a deep network for object detection where various semantic elements are localized. In addition, the panoramic image is segmented. Finally, the candidate objects and segmentation map are combined to localize and create hotspots in the panoramic 360 image. These hotspots can thus be integrated into the virtual environment. The following sections describe in more details the various components used within the pipeline.

---

**Fig.1: Hotspot Creation Pipeline**
3.1. Perspective Projection

The initial step in the hotspot creation is perspective projection of the input 360 image panoramas. Most generic object detection approaches apply object detection on images taken by a normal camera. Thus, one critical step to be implemented is applying equirectangular projection on these images to obtain the perspective view. The equirectangular projection is applied as a transformation that warps the input panorama by identifying specific tilt, roll and pan angles in addition to field of view. The transformation is produced by computing the camera calibration matrix $K$ and the rotation matrices referring to the pan $\theta$ and tilt $\phi$ respectively (roll is ignored here since it’s constant for panoramic images).

\[
\begin{bmatrix}
    x' \\
    y' \\
    z'
\end{bmatrix}
= K^{-1} R_\theta R_\phi
\begin{bmatrix}
    x \\
    y \\
    1
\end{bmatrix}
\]

The above equation shows how each pixel $(x, y, z)$ is transformed into perspective view as a multiplication of the calibration and the rotation matrices. Finally, the longitude and latitude are calculated from the projected homogeneous coordinates. For each panoramic image, $P+T$ perspective images are created referring to $P$ different pan angles and $T$ different tilt angles. Each of these images are input into the object detection step described in the next section.

3.2. Object Detection

The object detection step in the hotspot creation pipeline is applied on the perspective view images extracted from the panoramas. Each perspective image is input to a pre-trained deep network that allows the detection and localization of various semantic elements such as chairs, sofas, people, etc... The object detection framework used is the YOLO (You Look Only Once) detector (Redmon and Farhadi, 2017) which is considered the current state-of-the-art object detector.

The YOLO object detector applies a single deep network to an input image by dividing the image into regions. It uses a convolution neural network consisting of a total of 24 convolutional layers with different functionalities and followed by 2 fully connected layers. The first 20 layer are used for pre-training and the last 4 layers are specified for object detection. The final layer predicts bounding boxes that are weighted by predicted probabilities.

Figure 2 below shows example object detection output on two perspective images. The above images produce $(x', y')$ locations of detected objects which are mapped to their corresponding locations in the panoramic 360 image for further processing in the hotspot creation step. In addition to the object locations, a confidence score is also given which gives a probability value for the certainty of the identified object.
3.3. Image Segmentation

The image segmentation step gives an overall understanding of the scene within the virtual environment. It basically divides the input image into a set of segments which gives a simple representation of the main areas that have similar color and texture within the image. Thus, the whole panorama is input into the segmentation algorithm and a mask that maps each pixel to a segment is produced. The image segmentation technique chosen is the k-means clustering technique due to its simplicity and speed. The \( k \) in this technique refers to the number of segments to be formed. K-means clustering is an iterative approach for image segmentation that takes the R-G-B values of each pixel in the image and assigns them to cluster centers. The segmentation is done in two main steps which are formed of cluster assignment and cluster center update steps. Once the pixels are mapped to the cluster centers a segmentation mask is created.

The segmentation of the scene gives rise to identifying various segments within the panoramic image and thus allows the identification of semantic regions referring to the floor, ceiling, and walls in the scene. These regions are considered vital for adding navigation hotspots in panoramic images especially at location with doors and entrances are located.

Figure 3 below shows an example panoramic image with the corresponding segmentation. As shown in the figure the panoramic scene is divided into 4 segments. These segments can be identified from the scene as wall, floor, chairs and ceiling. It is important to note here that the floor part is in general located in the bottom part of the image assuming that panoramas are taking at an eye-level latitude. The floor segment is considered primarily vital for hotspot localization which gives candidate location for the navigation of the virtual environment and the transition between the scenes.

3.4. Hotspot Localization

The final step in the hotspot creation approach is hotspot localization. The detected object locations, scores, and labels in addition to the scene segmentations are combined to output hotspot locations.

The object detection step outputs the labels and locations of candidate hotspots (refer to bottom left images in Figure 4). These labels when combined will refer to multiple locations within the panoramic image. In fact, the same semantic element might be present in multiple perspective images which results in duplicated overlapping detections when mapped to the input panoramic image.
In order to handle this issue, the score of each detection is considered and then non-maximum suppression is applied to keep the detection with the highest score within overlapping detections. This results in one candidate hotspot for each semantic element as shown in Figure 4 bottom right image.

The image segmentation also provides vital information about the semantic elements in the scene. One semantic element vital for navigability is the floor. In order to detect the
floor, the segmentation map is further processed by filtering out pixels that fall in the bottom part of the image. Out of these pixels, the segment with the majority number of pixels is picked as floor and is thus segmented out of the image. The top row in Figure 4 shows the segmented floor in the sample input scene. As shown in the figure the yellow line separates the segmentation and the figure on the right shows the segment with majority of pixels. This segment maps to the floor of the detected segments. The localization of the separation line is computed by identifying the \( y \)-value that achieves the maximum difference between the segmentation labels in the \( y \)-direction and in the same time being in the bottom half of the image.

4. EXPERIMENTAL RESULTS

4.1. Dataset

The metaverse is formed of various virtual environments which the users can navigate. The environments can thus either be indoor or outdoor with completely different semantic elements. For example, chairs, sofas and TV monitors are usually seen more often within indoor scenes while trees, cars and road signs are seen in the outdoor. In addition, the scenes navigated by the users can vary from realistic to synthesized scenes where a realistic scene in general is formed of panoramic images usually taken by a 360\(^\circ\) camera. We test our framework on both indoor and outdoor realistic images. The indoor images are taken from the Sun360 dataset while the outdoor images are taken from Street View images. Figure 5 shows the detected results on sample images from these datasets.

4.2. Hotspot creation results

The hotspot creation approach contains some parameters related to number of perspective angles \( P \) and \( T \), number of clusters \( k \), and separation line localization. Upon extensive validation, the chosen values for each parameter are listed below.

- \( P=36 \): pan angles start at 0\(^\circ\) and end at 360\(^\circ\) with 10\(^\circ\) increments
- \( T=3 \): tilt angles are -20\(^\circ\), 0\(^\circ\), 20\(^\circ\)
- \( k=4 \): the number of segments chosen is 4 which offers enough variety for segment types
- \( y_0 = 0.6 \times h \): the separation line falls in the bottom 40\% part of the scene

In addition, the object classes that we use uses the pretrained YOLO network on the Pascal VOC data set, which contains images from 20 different classes. These classes include chair, sofa, TV monitor, person, car, dining table labels in addition to others. Of course, additional object classes can be incorporated to be trained on the YOLO network which would result in more semantic elements identified such as doors and road signs. We show how the results from the 20 classes are obtained and this could be easily generalized on more class labels.

Figure 5 shows the output results of the hotspot creation pipeline on 4 indoor images and 1 outdoor image. As shown in the figure, various hotspot locations are added into the panoramic image based on the object detection results. The locations identified refer to chairs, sofas and TV monitors in the indoor images since these are the labels on which the network is trained. As for the outdoor image, the hotspot locations refer to cars and people. These localizations suggest that the user navigating the scene can interact with these hotspots. For example, they could sit on one of the chairs and get offered a different view of the classroom. The user could also turn on or off the TV monitor. In addition, these hotspots could be vital for the creators of the virtual environment where they could add more panoramic images at the identified locations since they are considered locations of interest. Moreover, segmentations of floor maps are identified. These segmentations allow the automatic navigability of the environments by showing candidate regions for navigation hotspots.
5. CONCLUSION AND FUTURE WORK

In this paper, an automatic hotspot creation approach is proposed which combines two main computer vision tools: object detection and scene segmentation. The proposed pipeline is fully automatic, where for a given 360° panoramic image, candidate hotspots are identified and can be incorporated within the virtual environment to be later used by either the navigator or the creator of the environment. Automated hotspot creation has not been studied in the literature and thus this tool can be considered the first to handle such a problem. In the future, various enhancements can be added to the proposed pipeline. Training deep networks on 360° images with candidate hotspot locations can lead to an end-to-end approach to hotspot creation. In addition, the proposed hotspots can be incorporated within advanced tools in virtual environments which can help in automatically creating spaces and localizing additional objects within architectural scenes.

Fig.5: Hotspot creation results on sample indoor and outdoor images. The left column shows the localized hotspots. The middle column shows the segmented navigation space. The right image shows sample object detection(s) from a projected perspective image.
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